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Abstract

In-situ modelling of stress-dependent fluid flow in fractured rocks is important for various applications in rock engineering.
However, precise determination of the hydraulic aperture of subsurface fractures, particularly at great depths, is often quite difficult.
One of the most important parameters affecting the aperture is the stress field. Therefore, in this study, a new FEM model is proposed
to study the effect of the in-situ stresses on the flow rate in fractured rocks with limited fracture lengths using a one-way hydro-
mechanical coupling scheme and various non-linear joint constitutive models. The model is computationally efficient and of low-cost
for various applications, and it provides results that are consistent with those from time-consuming two-way coupling methods. A
series of sensitivity analyses have also been carried out to investigate key parameters in the model and to demonstrate how the
fracture aperture and fluid flow change with variation of the in-situ stress field.
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1. Introduction

Simulating the effects of stress on the permeability and fluid
flow through rock masses is important in various fields in rock
engineering, such as stability analyses of rock slopes, modeling
of rock foundations, underground excavations, hydrocarbon and
geothermal reservoirs, and nuclear disposal in fractured rocks,
study of transmission of environmental contaminations in fractured
media (Rutqvist and Stephansson, 2003). If the permeability of
the rock matrix is negligible compared to the fracture, the fluid
flow can be assumed to flow along paths created by the connected
fracture network. The total permeability of the rock mass is
affected by the geometry of fracture system and the in-situ stress
field (Zimmerman and Main, 2004; Mohajerani et al., 2017). 

The fracture system in a rock mass is complex, because its
geometrical configuration is difficult to be determined given
limited in-situ measurements. Three-dimensional data obtained
from conventional seismic methods do not always have sufficient

resolution, and the use of micro-seismic data is still subjected to
considerable restrictions in interpretation and calibration Moreover,
geometrical data mapped from the drilled cores and well-logging
(one-dimensional) or the surface of the outcrops and trenches
(two-dimensional) contain a lot of uncertainties in the input
parameters. To analyze such uncertainties in modelling subsurface
fractures, the Discrete Fracture Network method (DFN) can be
used by assuming that the geometrical parameters of the fractures
are statistically distributed (Priest, 2012; Lee et al. 1999; Lei et

al., 2017; Jeong et al. 2004; Jin et al. 2003). To create a three-
dimensional DFN configuration, it is necessary to determine a
number of geometrical parameters such as density, orientation
and length of the joint sets in the fracture network (Latham et al.,

2013). The influence of the model parameters can be assessed
when a large number of realizations by DFN models are used to
simulate the hydro-mechanical behavior of the rock mass
(Mohajerani et al., 2017). 

The other important parameter is the fracture aperture which
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cannot be precisely determined because of alteration and stress
relaxation during excavations or tectonic processes such as
folding, faulting and erosion (Bisdom et al., 2016; Zareifard et

al., 2016; Son and Moon, 2017). At great depths, the permeability
of rock mass is a function of the hydraulic fracture aperture,
which is governed by the in-situ stress field and pore pressure of
the fluid inside the fractures (i.e., effective stress) (Bisdom et al.,
2017; Gan and Elsworth, 2016, Farhadian et al., 2017). Therefore,
in order to study the influence of the effective in-situ stress field
on the permeability of fractured rocks, a Joint Constitutive
Model (JCM) that controls the non-linear behavior of the
hydraulic aperture against the effective stress field should be
considered (Bandis, 1980; Xie et al., 2014). In rock engineering
and geoscience, the term “hydro-mechanical coupling” refers to
the interaction between hydraulic and mechanical processes
(Rutqvist and Stephansson, 2003). The influence of stresses on
the fluid flow can be considered as a part of the hydro-mechanical
coupling when stresses result in variations in hydraulic
properties. The effects of the fluid flow on the stress field, and
consequently deformation of the jointed rock mass, also need to
be considered in a two-way hydro-mechanical coupling (Min et

al., 2004). To investigate the hydro-mechanical coupling, direct
measurements using laboratory and in-situ tests with large-scale
samples are technically possible. However, such experiments are
very costly and the results cannot be generalized to other cases.
Therefore, a large number of experimental, analytical and
numerical methods have been developed to analyze the hydro-
mechanical coupling. Despite of many analytical models, it is
still challenging to determine the stress-dependent parameters in
the model (Jing et al., 2013; Mi et al., 2016; Zhang et al., 2007;
Vairogs et al., 1971).

In order to analyze the hydro-mechanical coupling in fractured
rocks, the numerical models are divided into two main categories:
discontinuum models and equivalent continuum models (Lei et

al., 2017). The former assumes that rock mass is an assimilation
of discrete blocks separated by fracture planes. The fractures can
be modeled either separately or as intersections of the discrete
blocks. Small-scale behavior of the fracture network can be
investigated by the latter method. However, its application in
large-scale networks with a huge number of fractures is quite
time-consuming and computationally expensive. Instead, the
equivalent continuum models are prevalent due to use of simple
continuum mechanical equations for the simulation of large-
scale rock masses (Gan and Elsworth, 2016). One of the commonly
used equivalent continuum models for hydro-mechanical coupling
is the crack tensor theory developed by Oda (Oda, 1986), which
has been used by many researchers (Gan and Elsworth, 2016;
Ababou et al., 2005; Hu et al., 2013).

The Finite Element Method (FEM) is applicable for problems
with a limited number of fractures (Beyabanaki et al., 2009;
Goodman et al., 1968). The hydro-mechanical coupling for
porous media has been simulated based on the Biot theory
(Noorishad et al., 1982; Xie and Wang, 2014; Ye and Wang,
2016; Ye et al., 2016). A hybrid Boundary Element Method-

Finite Element Method (BEM-FEM) was developed to compute
the flow-displacement field in three-dimensional fractured
models (Elsworth, 1986). Since then, a large number of discontinuum
numerical methods have been studied for analyzing the hydro-
mechanical coupling in fractured media using FEM (Minkoff et

al., 2003; Noorishad et al., 1992; Rutqvist et al., 1992), BEM
(Jing et al., 2001; Hyman et al., 2014), Discrete Element Method
(DEM) (Min et al., 2013; Zhao et al., 2013), Discontinuous
Deformation Analysis (DDA) (Jing et al., 2001; Hyman et al.,
2014) and hybrid methods (Lei et al., 2017; Latham et al., 2013).
Due to the complexities in calculation of the stress-dependent
flow rate in a three-dimensional fractured model, only a few
studies have reported research on such topics.

In order to analyze the hydro-mechanical coupling in DFN
frameworks using numerical methods, the geometrical domain
of the model must be meshed using a robust discretization
scheme. Various methods have been developed to handle the
meshing challenges in a three dimensional DFN (Hyman et al.,
2014; Karimi-Fard and Durlofsky, 2016; Mustapha et al., 2011;
Erhel et al., 2009; Berrone et al., 2014; Mohajerani et al., 2018).
On the one hand, determination of the fluid flow at different
depths below the ground surface is critical for various engineering
applications, although the aperture characteristics of subsurface
fractures as a key factor for computing the flow rate is difficult to
assess. 

Therefore, the main purpose of this research is developing a
new computationally efficient and cost effective model to
analyze the influence of in-situ stress fields on the flow rate in
fractured rocks with limited fracture length. The solution scheme
of the present model is structured based on FEM formulation of
various non-linear Joint Constitutive Models (JCMs). Not only
does this state-of-the-art scheme shrink the burden of the
calculations of a hydro-mechanical coupling, but also it makes
possible the modelling of limited persistent fractures. The
solution of the model is achieved using the conjugate Gradient
Method (CG), which is one of the most widely used iterative
methods. The model is implemented in C# as a computer
program named FlowSHUT3D with a visual user interface
displaying the results graphically and independent from the other
programs. This program can receive the geometrical data directly
from the field surveys, generate an arbitrary number of three-
dimensional DFN realizations, triangulate the geometrical domain
of the model using an optimized meshing algorithm (Erhel et al.,
2009) and predict the flow rate at different in-situ stress fields. 

The following assumptions are considered in this research for
simplification:
• The fractures are represented by a pair of parallel smooth

planes with finite lengths.
• The rock matrix is impermeable and linearly elastic.
• The flow is in a steady state based on Darcy’s law for a

Newtonian fluid.
• The Representative Element Volume (REV) of the fractured

media is a statistical representation of a much larger domain.
This paper is organized as follows: In Section 2, methodologies
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for the generation of three-dimensional DFNs, refined conforming
mesh technique, different JCMs, FEM and implementation of
FlowSHUT3D are described. In Section 3, the results of FlowSHUT3D

using several JCMs are firstly compared with the 3DEC program.
Then, a series of sensitivity analyses on key parameters affecting
the flow are provided.

2. Methodology

Full hydro-mechanical coupling involves complex interaction
between mechanical and hydraulic processes (Jing et al., 1995).
However, from the hydraulic point of view, it is only possible to
consider the stress-dependent flow rate as a one-way hydro-
mechanical coupling. The one-way coupling can be validated as
long as any change in the hydraulic condition would not
significantly affect the geometry of DFN. Therefore, in this
study, a new model is proposed to study the effect of the in-situ
stresses on the flow rate using the one-way hydro-mechanical
coupling and experimental JCMs. The model is computationally
efficient and of low-cost for various applications. 

2.1 Generation of DFN

DFN forms the geometrical framework of the developed
model in this research. The process of generating DFN is described
as follows. Based on the geological origin, rock fractures are
grouped into joint sets with similar dip and dip direction. The
joint sets are independently simulated and the final model is an
assemblage of all of them. Any joint set is defined by geometrical
distribution parameters such as the location, orientation (dip and
dip direction) and the dimensions of the joint plane.

The center location of the fracture plane is the first parameter
to be modeled. In this study, a homogenous Poisson process is
used to determine coordinates of center points of fractures
following Xu and Dowd (2010). First, the REV is subdivided
into k subdomain. For each of the subdomain, the number of
center points is evaluated as follows:

(1)

where Vi is the volume of the ith subdomain, and λ is a constant
fracture intensity in a three-dimensional space (the number of
fracture planes per unit volume). Since the center of some of
fracture planes may be located outside of the REV domain, their
lengths can be large enough to enter the domain and affect the
connectivity pattern of the network. Therefore, the generation
domain of the fractures is considered to be several times larger
than the REV domain at first, then, the cube of the REV domain
is extracted from the larger domain after completing the generation
process. For each of the subdomain, a random variable Ni,
representing the number of fractures within the domain, follows
the Poisson distribution  as below:

(2)

After determining the number of fracture within a subdomain,

coordinates of the center points can be determined within the
subdomain following a uniform distribution. Fig. 1(a) illustrates
the generated center locations of fractures.

Following the location generation, the orientation and length
of the fractures are generated using the Probability Distribution
Functions (PDF) and the Monte-Carlo sampling technique.
Usually, the uniform and Fisher PDFs are used to model the dip
and dip direction respectively, and the rotation angle is modeled
by the uniform PDF. The PDF of the fracture length (L) is
usually a power-law or log-normal. The shape of the fractures is
assumed to be circular, elliptical or polygonal. Then, the hydraulic
parameters of the fractures, such as the aperture size and roughness,
is assigned to the location of the fractures similar to the generation of
geometrical parameters as required. The PDF of the aperture is
usually uniform. In the literature, a number of equations have been
suggested to determine the relation between the aperture and the
length of fractures. An example of such an equation is given in Eq.
(3) (Vermilye and Scholz, 1995) as follows:

(3)

where a is the aperture size [mm], L is the length of fracture [m],
and ζ is a constant coefficient determined by the condition of
fractures (in a general case, ζ = 0.004). As mentioned previously,
after completing the process of fracture generation, the REV
domain is extracted from the generation domain. Fig. 1(b)
depicts a realization of DFN REV generated by FlowSHUT3D.

μi λ Vi⋅=

P Ni n=( )
μi

n

n!
-----e

μi–

=

a ζ L=

Fig. 1. Geometrical Framework of the Discrete Fracture Network:

(a) the Center Location of Fractures, (b) a Realization of

DFN Generated by FlowSHUT3D, (c) a Schematic of Different

Types of Fractures (Jing et al., 2001): Single Fractures (red col-

ored), Dead-end fractures (green colored) and Persistent Frac-

tures (blue colored)
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Fractures can have one of the three main types of connectivity
with the other fractures or boundaries of the model: the multiple
connectivity (persistent fractures), only one connection (dead-
end fractures) and no connection (single fractures). As shown in
Fig. 1(c), the persistent fractures (blue colored) usually have
longer lengths and several (at least two) intersections with the
other fractures and/or boundaries. Such fractures can be intersected
by the boundaries of the model or be connected to dead-end
fractures and be completely located inside the model. Although
dead-end (green colored) and single (red colored) fractures can
have important effects on the ultimate strength and mechanical
properties of the rock mass, they do not have a significant effect
on the hydraulic properties (Jing, 2003). Since hydraulic analysis
is the main aim of this research, it is reasonable to remove the dead-
end and single fractures from the REV domain to improve the
performance of the model, particularly when the model contains
a great number of fractures. 

2.2 Meshing Technique

There are serious challenges to discretize a three-dimensional
DFN model into a high quality meshing structure. The elements
of unstructured triangulation do not follow a uniform pattern. On
the one hand, structured meshing is not convenient in representing
the complex three-dimensional geometry of the fractured media.
Specifically, a high quality unstructured meshing must be able to
meet particular geometrical requirements (Mustapha et al., 2011;
Monteagudo and Firoozabadi, 2003). As shown in Fig. 1(b), a
network of fractures generated statistically can include the fracture
length varying over several orders of magnitude. Due to the
complex structure of a three-dimensional DFN with arbitrary shape
and spatial fracture position, it is possible to form intersection
segments of fracture planes which are parallel or crossover on a third
fracture plane. If the distance between two parallel intersections or
the angle between two crossover intersections is too acute, low-
quality meshing elements might be generated. These elements can
result in an ill-conditioned discretizing matrix and cause numerical
divergence (Hyman et al., 2014). 

In this study, the algorithm proposed by (Erhel et al., 2009) is
utilized to discretize DFN and address the aforementioned meshing
challenges regarding complex three-dimensional geometries.
This algorithm provides a triangulation that does not change the
geometrical structure of DFN and consequently the connectivity
pattern of the fractures (Mohajerani et al., 2018). The triangulation
of a single fracture with two orthogonal joint planes and a
realization of DFN generated by FlowSHUT3D are shown in Fig. 2. 

2.3 Description of JCMs

Here, “aperture” refers to the normal distance between two fracture
planes, and “closure” is the aperture variation due to the effect of
normal stress. Eq. (4) is an experimental JCM that is especially
applicable to DFN models, as suggested by Öhman (2005) as follows:

JCM1: (4)

(5)

where af is the initial aperture of a fracture [mm], which is
determined by in-situ or laboratory hydraulic tests, and σen, σn

and pp are the effective normal stress, total normal stress and pore
pressure on a fracture plane respectively [MPa]. The equation
shows how the joint aperture (a) reduces with increasing effective
normal stress. An alternative experimental JCM has been
provided by Raghavan and Chin (2002) as follows:

JCM2: (6)

where ρ is a constant empirical coefficient such that 6.895 × 10−7 ≤ ρ
≤ 6.895 × 10−6.

One of the commonly used constitutive models to simulate the
non-linear closure of fractures subjected to normal effective
stress is introduced by Bandis et al. (1983) as follows: 

JCM3: (7)

where, δ and δm are closure and maximum closure of the fracture
[mm], and kn0 is the normal fracture stiffness [MPa/mm]. kn0 and δm

are calculated from Eqs. (8) and (9) respectively as follows (Bandis et

al., 1983):

(8)

(9)

where JCS is the joint compressive strength [MPa] and JRC is
the joint roughness coefficient. It should be noted that JRC and
JCS are scale-dependent and should be modified according to the
desired scale. 

In the end, the fracture aperture (a) is determined from Eq. (10)  as
follows:

(10)

The permeability is calculated based on the Poiseuille law (Eq.
(11)) with the assumption of the fracture with unit width as

a
af

1 σen+( )
2

3
---

----------------------=

σen σn pp–=

a af e
0.5 ρσen( )–

=

δ
σenδm

kn0δm σem+
-------------------------=

kn0 7.15– 1.75JRC 0.02
JCS

af

----------×+ +=

δm 0.1032– 0.0074JRC– 1.1350
JCS

af

----------
⎝ ⎠
⎛ ⎞

0.2510–

×+=

a af δ–=

Fig. 2. Triangulation of: (a) a Single Fracture with Two Orthogonal

Intersections, (b) a Realization of Three-dimensional DFN,

Generated by FlowSHUT3D, using Meshing Algorithm Pro-

vided in (Erhel et al., 2009)
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follows:

 (11)

Note that  is only for the mean fracture behavior. By assuming
the permeability is log-normally distributed, Eq. (12) can be used
to statistically represent the permeability of an arbitrary fracture
(Öhman et al., 2005) as follows: 

(12)

where t is a variable of the normal PDF representing the intrinsic
variability of the permeability. In this research, Eqs. (13) and (14)
have been used to simulate the in-situ stress field (Hoek et al., 2000)
as follows:

(13)

(14)

where σV and σH are the vertical and horizontal components of
the in-situ stress field [MPa], ρr is the density of the rock matrix
[kg/m3], h is depth of the location of fracture from the ground
surface [m] and k is the horizontal to vertical ratio of the stress
field. The normal component of the in-situ stress field on each
fracture plane (σn) is obtained using stress transformation. 

2.4 The Solution Scheme

The planar flow rate is calculated on each fracture of the
network with an initial aperture of af. It is assumed that ,
where Lf is the length of the fracture. In this research, a uniformly
distributed PDF has been used to determine af. The permeability
of the fracture (kf) is obtained using Eq. (11) according to the
Poiseuille law (Baca et al., 1984). 

The fracture aperture a is determined based on the JCMs
described in Section 2-3. As given in Eq. (15), Darcy’s law and

mass conservation govern the fluid flow through fractured rock
media (Koudina et al., 1998) as follows: 

(15)

where μ is dynamic viscosity [Pa·s], v is the locally averaged flux
(flow rate per unit area) [m/s], kf is the intrinsic permeability of
the fracture [m2],  is pressure gradient [Pa/m], ,
where ρ is the fluid density [kg/m3], g is the gravitational
acceleration [m/s2] and  is hydraulic head gradient. 

The Dirichlet and Neumann boundary condition can be
applied to this system on the parts of REV denoted as ΓD and ΓN

respectively as follows:

(16)

where hD and vn are the prescribed hydraulic head and flux on the
Dirichlet and Neumann boundary. As given in Eqs. (17), the total
permeabilty matrix (K), the total vector of volumetric flow rate
(q) and hydraulic head (h) for a DFN model are derived by
assembling local quantities respectively as follows: 

(17)

where,  , and  and  are the total number of
vertices and the degrees of freedom of the model respectively.
The hydraulic head must be determined in all vertices of the
model. In this research, this system of equations is solved using a
FEM scheme. The Conjugate Gradient method (CG) is used to
calculate the final results of the system.

kf
a
3

12
------=

kf

kf 10
Log kf( ) Log t( )+

=

σV ρrgh=

σH kσv=

af Lf«

v
1

μ
---kf ∇p⋅–=

∇v 0=⎩
⎪
⎨
⎪
⎧

∇p ∇p ρg∇h=

∇h

h hD  on  ΓD=

v n⋅ vN n   on  ΓN⋅=⎩
⎨
⎧

K

K11 K12 � K1N′

K21 K22 � �

� � � �

KN1′ � � KNN′ ′

=  q,

q1

�

�

qN′
⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

 h,

h1

�

�

hN′
⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

= =

N′ Nvt
Ndoft

×= Nvt
Ndoft

Fig. 3. Flowchart of the Algorithm to Analyze the Stress-dependent Flow Field
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2.5 Algorithm Implementation

In this section, the algorithm to analyze the stress-dependent
flow rate in FlowSHUT3D is illustrated. The developed algorithm
is implemented in C# with a graphical user interface to visualize
the results. According to the flowchart depicted in Fig. 3, the
algorithm includes the following steps:

1 DFN is created based on input geometrical - statistical data
and the method described in Section 2-1. In order to evaluate
the variation in calculations, thirty independent realizations
of the same DFN are generated. The total flow field of the
model is averaged based on all realizations.

2. For each realization, the isolated and dead-end fractures are
removed from the domain.

3. The modified realization (obtained from step 2), is triangu-
lated using the algorithm introduced in Section 2-2.

4. Using the total in-situ stress field calculated for the center of
the model, σn is determined on each fracture plane with the
aid of tensor transformation.

5. In the initial step of the iteration (i = 1), the hydraulic head
vector (h0) is considered zero for non-boundary vertices and
initialized for boundary vertices. For steps , this vector
equates the hydraulic head calculated in the step i − 1, (hi−1).

6. The aperture is redistributed using the JCM (Section 2-3) by
computing the normal effective stress ( ) for
each element of the triangulation, whereby, the correspond-
ing  is calculated.

7. The vector hi is calculated using the scheme described in
Section 2-4 and the FEM formulation. Then, the flow rate
vector is calculated as .

8. The error  is calculated where
 is Euclidean norm. If  is smaller than the desired

precision of the problem (ep), the algorithm goes to the step
9, otherwise, steps 5 to 8 are repeated.

9. The iteration loop is completed and qi is introduced as the
ultimate vector of the stress-dependent flow rate for each
realization.

10. The algorithm goes to the step 2 to solve the problem for the
next realization. If there is no any other realization, the algo-
rithm is terminated. 

3. Results and Discussion

In this section, the stress-dependent flow rate is analyzed by
FlowSHUT3D using different JCMs, and the results are also
compared with other two-way coupling models for model validation.
Numerical convergence and sensitivity analysis of key parameters
are also discussed. 

3.1 Model Validation

In order to validate the present model, the calculated results of
FlowSHUT3D are compared with 3DEC using three different
JCMs described in Section 2-3. 3DEC is a three-dimensional
commercial program based on DEM for discontinuum modeling
of hydro-mechanical couplings. Practically, 3DEC modelling is a

two-way coupling method. In the first step (mechanical step),
3DEC balances the model with fluid pressure and in-situ stress,
and adjusts the equivalent fractures aperture. In the second step
(hydraulic step), it calculates the hydraulic field in the model based
on the equivalent aperture. 3DEC is able to simulate the response
of a discontinuum medium (e.g., fractured rock) exposed to static
loading. Therefore, such modelling is considered as an assimilation
of discrete blocks and discontinuities forming the boundaries of
these blocks (Itasca, 2004). To model the hydro-mechanical
coupling processes in 3DEC, it is necessary to discretize each
block independently so as to apply Finite Difference Method
(FDM). In this way, a hybrid FDM-DEM scheme is implemented
to solve the stress-dependent flow problem. 

The geometrical structure and boundary conditions of the
model are shown in Fig. 4(a). The model domain is a cube with
dimensions of 5 × 5 × 5 m with the geometrical center located at
the origin of the coordinates. Three orthogonal circular fractures
with radius of 3 m, the center located at the origin of the
coordinates and an aperture of 1 mm, are embedded in the
model. A constant hydraulic head of 20 m has been applied on
the right facet of the model with the other boundary conditions
considered zero. The geomechanical and rheological parameters
of the model are listed in Table 1. For comparison, the vertical
in-situ stress changes from 10−1 to 101 MPa in several levels and
the flow rate on the left boundary of the model is calculated
subsequently. The diagrams of hydraulic head distribution of the
model calculated by FlowSHUT3D are shown in Figs. 4(b). Note
that 3DEC doesn’t consider JCS and JRC directly, but it requires
estimation of the normal stiffness (kn) of the joints using JCS and

i 2≥

σen

i
σn ρf gh

i 1–( )–=

kf
i

q
i

K[ ]hi
=

e
i

q
i
q
i 1–

– 2 q
i
2 100%×⁄=

⋅ 2 e
i

Fig. 4. Input Geometrical Parameters, Boundary Conditions and

Results of Flow SHUT3D Calculations: (a) the Geometrical

Structure and Boundary Conditions, (b) the Diagram of

Hydraulic Head Distribution calculated by FlowSHUT3D 

Table 1. Geomechanical and Rheological Parameters of the Model

Parameter Value Parameter Value

ρr [kg/m3] 2,500 af [m] 0.001

kn [GPa/m] 1.32 ρf [kg/m3] 1,000

JCS [MPa] 50 μ [Pa.s] 0.001

JRC 5 g [m/s2] 9.81

K [GPa] 1

G [GPa] 1
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JRC.
Volumetric flow rate passing through the model domain boundary

is shown in Fig. 5. It is observed that the flow rate exponentially
decreases with increasing vertical in-situ stress. The decreasing
trend is similar for all simulations using constitutive models
JCM1, JCM2, JCM3 and 3DEC, while the start and end points of
the results are almost the same. The biggest difference appears in
range of applied stress smaller than 3MPa. It is noted that JCM1
and JCM2 are developed for a network of fractures with many and
a few of fractures respectively, while JCM3 has been widely used
by a number of researchers for a single fracture. JCM1 is said to
provide more realistic results in low stress level according to
Öhman et al. (2005). For the simple fracture network tested in
this study, it seems that both JCM1 and JCM3 yield similar
results. 

In this study, FlowSHUT3D is also compared with a two-way
coupling model developed by Lei et al. (2015) for model validation.
The simulation domain is a 0.5 × 0.5 × 0.5 m3 cube which consists
of three orthogonal sets of persistent fractures. The geometrical
parameters are summarized in Table 2. Figs. 6(a) and 6(b) show
geometrical structure of the model in FlowSHUT3D and in Lei’s
research, respectively. The rock density, JCS and JRC are 2,700
Kg/m3, 120 MPa and 15 respectively. The model is subjected to a
deviatoric stress, where the vertical in-situ stress is 10 MPa, the
horizontal component of the in-situ stress in X-direction is 5
MPa. The ratio of Y- versus X-component of the horizontal in-
situ stress changes from 1 to 4. The JCM3 model (Bandis et al.,
1983) is used in the simulation to take account the effect of JCS
and JRC. The equivalent permeability Kyy of the model is shown

in Fig. 7. Despite of different physical conditions employed in
two models, their results have similar increasing trend and
generally agree very well with each other. 

The above case studies validated the proposed one-way
coupling method. The use of experimental JCM makes the
algorithm fast and cost effective as compared with complicated
two-way coupling methods. 

3.2 Sensitivity Analyses

In this section, JM1 selected for sensitivity analyses to study
the influence of joint geometry and in-situ stress on the flow.
Four joint sets are simulated in a DFN model with dimensions of
5 × 5 × 5 m3 with the geometrical center located at the origin of
the coordinate system. The geometrical-statistical parameters
functioned to generate the network are given in Table 3. Thirty
independent REV realizations are generated to assess the
variability of the results. The geomechanical and rheological
properties of the model are given in Table 1. A hydraulic head
of 20 m is applied on its right facet of the model and the other
boundary heads are set to zero. A diagram of the hydraulic
head distribution of the model for one of the realizations is
shown in Fig. 8. 

In this study, the computational error  is defined as:e

Fig. 5. Volumetric Flow Rate (q) Versus Vertical In-situ Stress (σv)

calculated by FlowSHUT3D using Three Different JCMs

(Eqs. (4)-(6)) and 3DEC. The Flow Rate Exponentially

Decreases with Increasing Vertical In-situ Stress with a Similar

Trend for All the Models

Table 2. Geometrical Parameters of the Fracture Network Con-

taining Three Orthogonal Sets of Persistent Fractures

Fracture 
set

Dip
 [Deg]

Dip direction 
[Deg]

Spacing
 [m]

Aperture 
[mm]

Set 1 90 45 0.05 0.3

Set 2 90 315 0.075 0.3

Set 3 0 0 0.1 0.3

Fig. 6. Geometrical Structure of the Fracture Network Consisting

of Three Orthogonal Sets of Persistent Fractures Gener-

ated by: (a) FlowSHUT3D, (b) Lei et al. (2015)

Fig. 7. Permeability (Kyy) versus Stress Ratio (σy/σx) Calculated

using FlowSHUT3D and Lei et al. (2015)
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(18)

where  and qi are the flow rate vectors in the previous and
current iterations respectively. 

Figure 9 shows that the computational error ( ) diminishes
quickly with increasing number of iterations, and  converges to
an average value of 0.7% just within a few iterations. However,
the number of iterations and the convergence value may be
different for other realizations. This figure demonstrated that the
convergence of the present algorithm is fast, therefore, all the

following sensitivity analyses have been done using only five
iterations to ensure convergence of the solution. For all tests
conducted in this study, all results reach convergence. Therefore,
this algorithm guarantees the convergence of the solution to a
large extent with appropriate accuracy for the problem.

Since prediction of fluid behavior in rock masses under a
predominant in-situ stress field is important in rock engineering
applications, the effect of stress field on the fluid flow is considered
in the following parametric study. To assess the variability of the
model, a large number of DFN simulations are performed. The
effect of σV on the flow rate for thirty different realizations of
DFN has been compared in Fig. 10(a). The horizontal to vertical
in-situ stress ratio is assumed as k = 1 in this analysis (σV = σx =
σy). All the realizations show the same decreasing trend, however,
the flow rates in the various stress levels may be very different
for different realizations. This variability in a DFN model is due

e e
i q

i 1–

q
i

– 2

q
i
2

---------------------- 100%×= =

q
i 1–

e

e

Table 3. Geometrical – Statistical Parameters of the Joint-sets

Parameter Dip [Deg] Dip direction [Deg] Density [1/m3] Length [m] Aperture [mm]

Joint-set
Uniform Fisher Poisson Power-law Uniform

Average k Average Average α Min Max Min Max

1 70 40 45 0.2 1.78 1 10 4 12

2 30 20 135 0.12 1.78 1 10 4 12

3 80 40 135 0.1 1.78 1 10 4 12

4 45 20 315 0.15 1.78 1 10 4 12

Fig. 8. Hydraulic Head Distribution for a Random Realization cal-

culated by FlowSHUT3D

Fig. 9. The Computational Error |e| versus the Number of Itera-

tions of the Model. |e|  Converges Approximately to 0.7%

Fig. 10. The Chart of Vertical In-situ Stress versus: (a) the Flow

Rate for Different Realizations, (b) the Median Flow Rate

of the Model in Log Space (The fitting line is in dash.) 
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to the stochastic nature of the joint distribution, which is modeled
through multiple realizations. 

In order to quantify the total flow rate for REV of DFN, in Fig.
10(b), σV versus the median flow rate of the model is fitted using the
following equation with a coefficient of determination R2 = 0.94:

(19)

The flow rate is approximately uniformly distributed in natural-log
space, and its standard deviation (in log space) can be quantified as
follows:

(20)

Note that the standard deviation is evaluated in natural logarithmic
space. In other words, the value for one standard deviation above the
median is about 2 times of the median value, the value for one
standard deviation below the median is about 1/2 of the median
value. 

To study the influence of the deviatoric stress, simulations are
conducted by assuming a fixed vertical stress σV = 1 MPa, and σx

= σy = k σV, where k is the ratio of horizontal to vertical in-situ
stress. The flow rate is represented in Fig. 11 for a varying k for
30 random realizations of DFNs. As in Fig. 11(a), with an
increasing k, the flow rate decreases exponentaially for all
realizations. An empirical equation has been derived by fitting

the median flow rate using Eq. (21) with a coefficient of
determination R2 = 0.98 as follows:

(21)

Again, the flow rate is found to be uniformly distributed in the
natural-log space with a standard deviation of . 

4. Conclusions

In this research, the dependence of flow rate on the in-situ
stress has been investigated using a three-dimensional discrete
fracture network. A new model has been developed and its
corresponding program FlowSHUT3D has been implemented,
which is computationally efficient and of low-cost. The model
efficiency lies in the fact that time-consuming two-way hydro-
mechanical coupling are substituted by a one-way coupling
scheme using an experimental JCM. Not only have the results in
calibration section proven that the current model agrees well
with other models using a two-way hydro-mechanical coupling,
but also it converges to the solution in a few iterations.

The process of generating a three-dimensional discrete fracture
network has been illustrated with describing an optimized
conforming meshing algorithm. FlowSHUT3D has been validated
for three joint constitutive models in comparison to the well-
known commercial program 3DEC. Besides, regarding the
convergence of the model, a series of sensitivity analyses has
been conducted on the both the vertical component and the
horizontal to vertical ratio of the in-situ stress field for different
realizations of DFN. In addition, the effects of the vertical in-situ
stress on the fracture aperture, the number of iterations of the
model on convergence of the solution and the amount of
computational error are discussed. The results show that as the
vertical component and the horizontal to vertical ratio of the in-
situ stress field increases, the flow rate of the model decreases.
Variability of the simulations is mainly due to the stochastic
nature of the fractures properties, which can be quantified through a
large number of simulations using random DFN realizations. 

Yet, it should be also noted that the one-way coupling scheme
assumes that mechanical deformation of the joint system is only
represented by change in fracture aperture, and would not
significantly change connectivity of the facture network. Limitation
of the current model should be carefully evaluated for future use.
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